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MODELLING CROSSHOLE SEISMIC DATA IN STEAM INJECTION PROBLEMS WITH FINITE DIFFERENCES 
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ABST!iKT 
Data from crosshole seismic experiments for mo”ilari”g Steam 

injection projects in the Cold Lake area have been campared with 
realistic compuler Sim”l*tionS using finite differences. We perform the 
Sim”tatio”P on a vector computer with efficient vectorire* 
finite-difference algoriuuns. Buried tine sO”lCeS Of P-, SH- and 
SV-waves have been implemented employing the technique of 
Alterman and Karat (1968). There simulations, apart fr”m 
reconstructing the full wave field, provide insight into the complicated 
inmactions and assist in the interpretation ofthe real data. They arongly 
suggest tix necessity for two-component acquisition as well as the 
imponance of S-waves. These model simulations indicate that seismic 
erperiments. Wk” carefully designed, can play a major role in helping 
to solve production and recovery problems by deremining the spatial 
distribution of reservoir properties and their changes with time. 

INTRODUCTION 

The largest, and potentially the most valuable, of Alberta’s 
subsurface mineral deposits is the crude oil in buried oil sands 
deposits. Since only I percent of these deposits are accessible 
to surface mining, a large amount of research and many pilot 
plant studies are being carried out to recover the oil through 
in-situ methods. Most of these involve the application of heat 
to reduce the viscosity of bitumen so it may be pumped to the 
surface. It is always difficult to know the geomeny of the heated 
zone. Drilling is very expensive and not always conclusive as 
to the properties of the heated zone, since the act of drilling 
disturbs the fluids and the strata. Crosshole seismic profiling is 
also expensive at the present time. Before the field procedures 
are attempted it is useful to conduct computer simulation stud- 
ies on various methods of carrying out the field work and also 
to develop methods for the interpretation of complex field data. 

One of the main features of a heavy oil is its immobility under 
formation conditions. Since viscosity decreases drastically with 
temperature the most widely used recovery technique is cyclic 
steam injection (Farouq Ali, 19X2). This method has cenain 
advantages since the same wells may be used for production 
and for steam injection. The steam is injected into the well at 
very high pressures for several weeks and this is followed by a 
shorter soak period. During this time the rock’s temperature 
increases while the oil becomes mobilized. Then production is 
started from the same well and the process is repeated many 
times. One of the very important factors in deciding whether 
the steam injection must be continued is finding the volume of 
the steam-heated zone and details of its shape, including pref- 
erential propagation paths. The same problem is faced in all 
thermal recovery techniques (i.e., fire flooding). Seismic ex- 
paiments (Kanasewich and Vafidis, 1987; Macrides et al., 
1988) have proven to be useful tools in imaging steam-heated 
rocks since they can provide moderate resolution by remote 
sensing of the anomalous zone. 

Several seismic experiments have been conducted by various 
companies for monitoring steam injection projects in the Cold 
Lake and Fort McMurray areas of northeastern Alberta. This 
paper discusses data from these seismic crosshole experiments 
before and after steam injection. It contains realistic computer 
simulations using finite differences applied both to the SH- and 
to the P-SV-wave equation in two-dimensional heterogeneous 
media. Vector&d finite-difference algotithms perform eff- 
ciently on a vector computer and they increase the applicability 
of the method. In the next section, we give a short description 
of the finite-difference method as it is applied to the seismic 
wave propagation problem. Then, we describe a hole-to-hole 
experiment conducted in 1982 for monitoring steam injection 
projects in the Cold Lake area. In simulating this experiment 
we examine the effects on the seismic response due to changes 
in the size and shape of the steam-heated zone. Finally, syn- 
thetic data are compared with the real data and comments are 
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included concerning the design of the seismic experiments for or 
monitoring thermal fronts in oil recovery projects. a1 u = A a,, u + B al u 

SEISMIC WAVE PROPAGATION WITH FINITE DIFFERENCES 

Finite differences can solve numerically either the wave 
equation or its equivalent system of differential equations. In 
finite differences both the spatial and time variables are discre- 
tized by superimposing a rectangular grid on the model. A 
difference operator advances in time the response at a particular 
location employing the present time responses at neighboring 
locations. 

For a liquid, one does not have p but uses h and obtains an 
equation similar in general form to the SH equation: 

Here, we consider elastic-wave systems that describe P- or 
S-waves propagating in two-dimensional heterogeneous media. 
Two finite-difference schemes form the basis of the algorithms. 
The first is a novel modified Lax-Wendroff scheme, designed 
to attain second-order accuracy both in time and space. The 
second is a one-dimensional MacComnck-type of operator 
which attains fourth-order accuracy in space and second-order 
in time when dimensional splitting is applied. Most of the 
simulations employ the MacCormack scheme. due to its supe- 
riority in terms of numerical dispersion effects (Va’ridis et al., 
1990). All the elastic equations used are written as a first-order 
hyperbolic system of equations whose coefficients are spxe- 
dependent. This heterogeneous approach has the advantage that 
it is not necessary to introduce boundary conditions at the 
interfaces. 

where the total stress is given in terms of the normal stress 
components: 

7 = & = 0, (4) 

The vectorization of finite differences incorporates two 
modifications: 
I. the expression of the finite-difference operators in terms of 

vector additions and multiplications when the calculations 
are done on the whole mesh. Utilizing a novel “SuperC” 
notation applicable to vector supercomputer these operations 
are easily implemented on a system such asCDC 205 (Abra- 
movici et al., 1987). 

The SH-wave system simulates propagation of one type of 
body wave only. Its finite-diffewxe solution is very useful in 
the interpretation since it can describe the propagation of SH- 
waves or acoustic compressional waves without the complexi- 
ties of conversions. The elastic (P-SW wave system gives a 
more realistic picture since it describes converted ph%xs. The 
system in matrix form for the two-dimensional P-SV-wave 
propagation in inhomogeneous media is 

2. the vector&d version of matrix by vector multiplication 
algorithm which consists of a number of vector operations. 
Here, the matrices are not stored by rows or columns but by 
diagonals. 
For a complete description of the vectorization of tinite-dif- 

ference operators as applied to wave systems the reader is 
referred to Vafidis (1988) and Vafdis et al. (1990). 

One of the key factors in forward modelling is the implemen- 
tation of the source. Since we are working with three-dimen- 
sional problems having an axial symmetry, it is convenient to 
utilize line sources. Although a point source would be preferred, 
current limitations on computer memory make it exceedingly 
expensive to compute a heterogeneous three-dimensional 
model, particularly when many iterations are necessaly. The 
limitations of a line SDUIC~ are partly mitigated by using the 
velocity displacement so that the tail which is so prominent on 
the displacement field is hardly noticed. 

or 

a,u=Aa,u+Bh,u, (1) 

where u(x, z, r), w(x, z, r) xe the displacements in the x and z 
directions respectively. p(x, z) and X(x, z) are the Lam.6 parame- 
ters, p(x, Z) is the density, a denotes partial derivative, &, %, 
crzz are the stress components and the dots denote time deriva- 
tives. 

The solution of the two-dimensional elastic wave equation 
in a homogeneous infinitely extended medium with a line 
source is expressed as a convolution of the impulse response 
with a source excitation (Aki and Richards, 1980). The convo- 
lutional integral is numerically evaluated using Gauss integra- 
tion. Here a Gaussian function whose frequency response is 
band-limited with a known peak frequency describes the source 
excitation. 

The SN equation may he written as 

In SH-wave simulation the particle velocity and stresses are 
calculated by taking partial derivatives of panicle displacement 
with respect to time or space variables. The particle displace- 
ment in an isotropic homogeneous medium due to a line source 
located at (x,, ss) is described by (Aki and Richards, 1980): 

(2) 

(3) 
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” (x,&r) = ~~ 

(5) 

where H( ) is a Heaviside step function, d is the distance from 
the source location (,I.~ = 0, zS = 0) to any point on the Alterman 
and Karal rectangle defining the source region, c is the phase 
velocity (= 2400 m/s), p is the density (= 2.1 kg/m’) and 

S(r)=Ce-“(‘-‘l) (6) 

the source excitation (C, 0 and tl arc constants; the values we 
use being 1.0, 0.71’105~~2, 0.018 s, respectively). 

By taking partial derivatives of equation (5) with respect to 
x, z and time we obtain the stress components and the particle 
velocity. Integrals similar to the one on the right-hand side of 
equation (5) are present for the stress components and the 
particle velocity. Notice that the integration interval in (5) 
increases with time. The source excitation (equation 6) is neg- 
ligible outside the time window, 

(fl--fm,fl+tm) where &,=dF, (7) 

and in which m (being equal to 8) is the power of 10 by which 
the amplitude decays outside the window. Assuming 

Gn<~l, then r-rl+r,<t 
The limits of integration in equation (5) are then replaced by 
those resulting from the intersection of 

(t-tl-t,,r-tl+t,) and (d/c, I), 
that is 

(d/c,t-t,+t,) for t<tl+t,+d/c 
and 

(f-fl-fm, f - f, + f, ) for f > f, + f, + d/c 
Keeping the integration interval almost constant during Gauss 
numerical integration, the calculations have uniform level of 
numerical ernx. The particle velocity for this line source and 
its spectrum are shown in Figure 1. The peak frequency in the 
amplitude response is at 50 Hz, while most of the energy is 
concentrated at what is called the dominant, 100 Hz in our case, 
corresponding to the upper frequency at 112 of the maximum 
amplitude. 

A similar source excitation has been employed for the P-W 
simulation with either a P- or an S-wave line source. For the 
P-SV problem in two dimensions, motion is confined to the x 
and z directions only and the displacement may be expressed in 
terms of potentials as given by (Aki and Richards, 1980): 

” = v~+vx[o,~,017=~u,o,w17. (8) 

For a P-wave line source the SV potential (v) is always zero 
and the displacement is 04. In this case, convolutional integrals 
similar to equation (5) exist for the Q-potential where the 
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Fig. 1. (a) Panicle velocity fol %line source with a Gaussian source BY- 
dtation funaion (a = 0.71-10 s ) and time delay 0.018 s; (b) the spec- 
trum of the particle velocity shown in (a). 

velocity, c, is replaced by the compressional velocity. The 
components of the particle displacement calculated from equa- 
tion (8) and their first partial derivatives with respect to time 
and space variables are utilized in the implementation of pure 
P-wave line source. A similar expression to equation (5) can be 
written for the ypotential which can be used for a pure SV-wave 
line source. 

In generating synthetic seismograms for the SH-wave simu- 
lation the following procedure is taken. Firstly, a shear velocity 
value and a density value are assigned to each grid point. The 
model parameters, including grid spacing, source and receiver 
locations, dimensions of the model, etc., must also be specified. 
It should be noted that any receiver and source geometry can 
be handled by the program. Secondly, from the stability condi- 
tion (Vafidis, 1988) and the maximum velocity, the upper limit 
of the time step is evaluated. Thirdly, the source is inserted in 
the computational grid through the panicle velocity response 
and the two stress components. The technique of Alterman and 
Karal (1968) avoids the singularity at the origin and specifies 
the source on the boundary of a transparent rectangle to avoid 
problems with internal reverberation of reflections within the 
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3000- 
source zone. The difference operator is applied at every grid 
point in order to advance in time the particle velocity and the 
stress components. Finally, particle velocity synthetic seismo- 2800- 
grams are generated at all recording locations in the computa- ‘;‘ 
tional grid by extracting the particle velocity magnitude at those $ 
grid points for a sequence of time steps and then plotting these 2 2600- 
values as time series. 

HOLE.TO.HOLE EXPERIMENT 
i 2400- 
2 

The eeometry of an initial crosshole exoeriment at Cold Lake _ . y 
conducted at the end of 1982, shown in Figure 2, consists of 
one source well and one receiver well separated by 200 m. Ten 
vertical-component seismometers were employed which re- 
corded at a rate of ICOO samples/second and the shot was 
located at a depth of 440 m. An explosive source (100 grams of 
Primacord charge) which contained useable high-frequency 
signal energy of up to 300 Hz was used, and the records had 
high signal-to-noise ratio. The heavy oil deposits at Cold Lake 
lie within the Lower Cretaceous Mannville Group which is 
subdivided into the McMurray, Clearwater and Grand Rapids 
Formations (Harrison et al., 1981). From sonic log information 
the 50-m thick Clearwater Formation has a similar velocity to 
the Grand Rapids Formation as shown in Figure 3. Steam was 
injected from a well located half way between the receiver and 
source wells in the Clearwater. The perforations were at depths 

RecelYer steam tn/ectto” so”rc 
w*r, wstt wet 

2ocl m 

MCMU**Sy 
Vp=2600 m/s 

520 “I 

PaleOZOlC 
Vpz4200 m/s 

I 

Fig. 2. Model geometry for a seismic crosshole experiment. The 
steam-injection well is located halfway between the source and the re- 
ceiver wells. The shape 01 the steam zone is not known and is taken 
to have an elliptical shape with a P-velocity of 1800 m/s. The receiver 
separation is IO m. 

2000 ) , , , , , , , , 
300 320 340 360 380 400 420 440 460 do 

DEPTH (m) 

Fig. 3. Sonic log at the receiver well after sampling at *-m sampling in- 
tewl. The boundary between the Grand Rapids and the Clearwater 
Formations DCCWS at 415 m. The high-velocity stringers are due to 
zones of calcite and from other logs in the region theee are seldom 
continuous for more than several tens of metres. 

between 442 and 450 m. The depths to the interfaces were 
derived from well-log data (Kanasewich, 1983). 

The experiment was conducted twice, the first time before 
steam injection and the second after injecting steam at a pres- 
sure of 10 MPe for 48 days. The first 250 ms of the before and 
after steam injection experiments are shown in Figure 4 where 
the seismic signals are rectified in such a way as to allow 
plotting the before records (blue colour) entirely above the zero 
amplitude baseline and the afier records (red colour) entirely 
below it. The original positive parts of the signals are shaded 
with the appropriate colour. This disp:play is called BARS (Be- 
fore/After Rectified Seismic) plots. The amplitudes of the arr- 
vals from the two experiments show significant changes on 
receivers 2 to 5 and are lower in the after-steam traces. Notice 
the very low amplitudes of the S-waves after injection. Also, 
definite time delays of up to 2 ms in the P-wave anivals are 
observed in the after-steam experiment due to propagation 
through the low-velocity steam zone. Reflections from layers 
below the Clearwater are difficult to identify in the records. 
Vafidis et al. (1987) and Macrides et al. (1988) studied exten- 
sively this data set and, based on evidence Tom theoretical and 
experimental studies, NW et al. (1980) and Tosayaet al. (1984) 
modelled it with rays and a P-wave velocity drop of 20 percent 
within the steam zone. Under this condition, delays of less than 
2 ms are associated with a steam zone 29 m wide for P-wave 
velocity 2.4 km/s. The S-wave arrivals (traces 1 and 2 on the 
right-hand quarter of the BARS plot in Figure 4) have delays 
which are considerably larger (up to IO ms), indicating substan- 
tial changes to the S-wave velocity which is not predicted from 
lilboratory experiments. Neither the before nor the after S-wave 
velocities are known in this case. 

<C\,ZG ,r,,rm:al 26 IIccn”hPI I~*), 
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Fig. 4. BARS plots for a steam injection experiment. The seismic signals are rectified in such away as to allow plotting the before remrds (blue colour) 
entirely above the zero amplitude baseline and the after records (red colour) entirely below it. The original positive poRions 01 the signals are shaded 
by the WIOUL The original negative parts are unshaded. 



fu-- -~ 

!i----- 

b---- 

7-- 

A. “AFIDtS and E.R. KANASEWKH 

t- 
0.1 set -+ 

0.1 0.1 

P PP PPPP 

.-.“- .- 
-+ 

2-=-Q-- 

4-- ‘~’ 

r-- -~ 

.z-- .~.. 

I-- 

(a) W 
Fig. 5. (a) BARS plots for an acoustic wave computer simulation of the 1982 crosshole experiment; (b) the same as in Figure 4a but velocity varies VW 
tically according to the sonic log. 
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~bte 1. Numerical parameters - crosshole exoeriment. 

SOWX f, = 16 Ins; Minimum velocity: 1800 ml?. 

0 0.71.105a2 

Ta 

L 

(wavelength = 15 m) 

Receiver separation: 

Grid spacing: 

Time step: 

Semiaxis 01 the ellipse: 

MvlajOr: 

Minor: 

10”. 

2m 

0.1 ms 

24 m 

5m 

SIMULATION WTH ACOUSTIC SYNTHETIC F.D. ALGORITHM 

Computer seismic-wave simulations were carried out for the 
crosshole experiment employing a high-frequency (100 Hz) 
line source whose excitation function is Gaussian-shaped. The 
numerical parameters are shbwn in Table 1. The SH-wave 
equation is similar to the acoustic wave equation (if you use 
P-wave instead of S-wave velocities) and may be used to model 
compressional velocities. Figure 5a shows the first 120 ms of 
the seismic rectified records in an acoustic simulation before 
and after steam injection for the model shown in Figure 2, while 
Figure 6a illustrates selected rays for the same geometry. The 
traces before steam injection show the direct arrivals as well as 
reflections from the McMurray and Paleozoic. The reflections 
(PP) from the McMurray interface are very weak due to small 
velocity contrast. The reflections from the Paleozoic (PPPP) 
can provide additional information about the low-velocity n- 
gion. After steam injection, strong events that arrive at 100 ms 
arc present in addition to the events seen in the before steam 
injection experiment. Also, delays of 2 to 3 ms in the direct 
arrivals are measured in the after steam injection experiment 
for rays passing through the low-velocity steam zone. 

The results from the acoustic computer simulation of the 
1982 experiment, shown in Figure Sa, give a simplistic but very 
useful view of the effects of the steam zone. As a next step, a 
more detailed model based on sonic log information is em- 
ployed in the simulation. The velocities, after redigitization at 
2-m sampling interval, are displayed in Figure 3. Ihe excep- 
tionally high velocities at depths 340 m and 380 m may cone- 
spend to calcite stringers which are present in the Grand Rapids 
Formation. They are very thin and discontinuous layers with 
velocities of up to 5OKl mls. In the sonic log, resolution prob- 
lems do not permit the evaluation of the correct velocity and 
thickness of the calcite stringers. Usually, the stringers are 
displayed with lower velocity and larger thickness. 

In this simulation, the dominant frequency is 100 Hz and for 
an average velocity, Y = 2400 m/s, the dominant wavelength is 
24 m. The resolution of the synthetic data is one-quarter to 
one-eighth of the wavelength, that is 6 to 3 m. In the real data, 
the dominant frequency is around 240 Hz and the corresponding 
wavelength 10 m. Calcite stringers have thicknesses of less than 
2 m. The resolution of the real data is 2.5 m, which is still greater 

CSNi Jll’lrllai 

(W 

Fig. 6. Ray diagrams for the 1982 crosshole experiment: (a) Parrivals 
before steam injection and (b) converted arrivals before steam injec- 
tion. 

than the thickness of the stringers. The results from this simu- 
lation (Figure 5b) look quite similar to the previous ones. So 

the small variations in the sonic velocity to the formation do not 
affect the propagation as drastically as the presence of the steam 
zone. Our synthetic seismogram experiments indicate that one 
would require a seismic source spectrum with dominant energy 
above 300 Hz before one could distinguish the effect of these 
layers on the seismic records. 

SIMULATION wrtw P-W Smntmtc F.D. ALGORITHM 

Next, a P-SV computer simulation was carried out in order 
to include converted phases. The panicle velocity components 
in the vertical (x) and horizontal (2) directions are displayed for 
the before and after steam injection experiments (Figures I and 

8). A high-frequency P-wave line source, with dominant fre- 
quency 100 Hz is employed to excite the system. Since the 
explosive source in a cylindrical hole generates both P- and 
S-waves, one includes by linear superposition an SV line source 
whose frequency content is up to 60 Hz. The response is about 
one-half that generated on the field data, but it was difficult to 
simulate this with the required smaller grid on the Cyber 205 
computer because of memory limitations and excessive paging. 
The responses from the P and SV line source simulations are 
combined and the vertical- and horizontal-component sections 
are displayed in Figures 7 and 8. 

Clear direct P arrivals are present whose energy is recorded 

mostly on the horizontal-component receiver (Figure 8). Delays 
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Fig. 7. BARS plots for a P-SVCOmputer simulation of the crosshole experiment obtained by summing the P-and the SV-wave line source results. This 
shows the vertical component 01 particle velocity. 
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Fig. 8. BARS plots for a P-SVmmputer simulation of the crosshole experiment obtained by summing the P-and the SV-wave line source results. This 
shows the horizontal component of particle veloc#y 
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of up to 2 ms are measured in the direct P arrivals after steam 
injection for the first five receivers, in agreement with the real 
experiment. For the reflected upgoing P-waves most of the 
energy is recorded on the vertical component (Figure 7). Re- 
flections from the interfaces below the Clearwater may be 
clearly observed in the before traces. Reflections from the top 
and the bottom of the steam zone are also observed in the after 
traces (3 to 8) at approximately 100 ms. The reflected and direct 
P events described above look similar to the ones simulated 
from the acoustic (SH) program using P-wave velocities. Apart 
from those events, SV-converted phases (PPSS) reflected from 
the top of the Paleozoic formation are present at around 180 ms 
and show no delays after steam injection. Given suitable source 
and receiver locari”ns, these phases could be useful for resolv- 
ing the extent of the steam-heated zone in the region between 
the injector and the receiver wells. 

Direct S-waves are recorded on the vertical component 
which are delayed in the after steam injection experiment by 5 
to IO ms for receivers I to 3. Those delays are similar to the 
ones observed in the real experiment and may give useful 
information concerning the shape and the size of the heated 
zone. In the synthetic sections, the direct S-wave can be com- 
pletely resolved and this helps to identify it in the real sections. 
The delays on the direct S-wave arrivals can be explained by 
the increase of the Poisson ratio from 0.36 outside the steam- 
heated zone to 0.4 inside. This is an indication that the zone is 
dominated by steam condensate rather than steam. Notice the 
reflections (SSSS) from the Paleozoic at around 200 ms for 
receivers I to 6 mostly on the vertical component. Finally, the 
converted phases (SSPP) are present at earlier times (I 20 ms) 
on both components, since the angle of emergence is about 45”. 
and have relatively small amplitudes. 

The real data in Figure 4 shows similar delays on both the P- 
andS-wavephasesforraypaths thatpass through theanomalous 
steam zone. The S-wave pattern shows similar phase and am- 
plitude changes apart from the difference in source frequencies. 
The response from the simulation as it is recorded on the 
vertical-component geophones is comparable to the outcome 
from the real data. In the computer seismic-wave simulation 
above, the size of the steam zone is larger (48 m wide) than that 
proposed by Macrides et al. (1988) which produces the same 
delays in the P- and S-wave direct arrivals after steam injection. 
Macrides et al. (1988) based their calculations on simple 
straight ray theory. Simple ray theory is adequate for most 
purposes in applied seismology but it does not give a complete 
physic&l dcsaiption of seismic phenomena. In this experiment, 
the rays diverge from the low-velocity steam zone (Phadke and 
Kanasewich, 1990) and straight ray theory fails to predict this 
effect. In wave theory this effect is taken into account, so 
observed delays correspond to larger low-velocity zones. Finite 
differences give a more complete picture of the experiment 
where, apart from the delays, information about the amplitudes 
is preserved. Unfortunately, there are no borehole measure- 
ments which will give the actual size of the anomalous region. 

We have obtained a better model using forward modelling of 
the real experiment. This should provide a better understanding 

of the complex processes by identifying direct, reflected or 
converted events. Apart from identifying the various phases we 
can make very useful observations on how their amplitudes are 
affected by the presence of the heated zone. The simplistic 
shape of the steam zone (ellipse) seems to be a good first 
approximation which introduces most of the events that are 
present in the real experiment. A band of events not present in 
the simulations recorded between I50 to I80 ms may be due to 
high-velocity discontinuous stringers which are present in the 
Clearwater Formation but their exact disposition cannot be 
determined from the limited number of sonic logs. Another 
possibility is that those thin (2 m) calcite stringers are continu- 
ous but they prograde so that they appear at different depths on 
different wells. 7he shape of the steam zone is also more 
complex than the simple elliptical shape we have specified. It 
is worth noting that those simulations, apart from reconstruct- 
ing the full wave field, gave us insight on which rays are 
converted and so aided in the interpretation of the real data. 
Finally, this study strongly suggests the necessity for two-corn- 
ponent acquisition as well as the importance of S-waves. 

CONCLIJSIONS 
Seismic methods can play a role in helping to solve produc- 

tion and recovery problems by determining the spatial distribu- 
tion of reservoir properties and their changes with time. Since 
large velocity changes occur upon heating in porous media with 
heavy hydrocarbons, the seismic measurements might be used 
to track temporal and spatial changes in physical conditions 
associated with the thermal recovery techniques. Computer 
simulations can tell us how to extract information about the 
direction of propagation and details of the shape, rate of move- 
ment and spatial heterogeneity of the steam front. The variety 
of the seismic effects discussed above and the sensitivity of 
density and velocity to reservoir parameters clearly indicate the 
future direction of resewoir seismology. It appears possible to 
describe reservoirs in more detail and to monitor their modifi- 
cation, particularly if high-frequency sources can be used to- 
gether with high-resolution seismic recording techniques. 
These could include use of repetitive small explosives, buried 
geophones and systems that record at l/2 or l/4 ms sampling 
intervals. 
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